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PROBLEM APPROACH RESULTSAPPROACH

21 real-world datasets
Social, Collaboration,
Citation, Product, Financial,
Transportation, Biological,
Location-based, …

Metric

Area under the 
Precision-Recall curve 

(AUPRC)

• Classify
• Recommend
• Cluster
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Build node 
embeddings

dim d

Use as
feature vectors

People connected 
to me

People not
connected to me

My embedding
Me

… “embeds” these classes

Most nodes have 
low degrees

• Very few positive examples
• Extreme class imbalance

My embedding
Me

Assumed links to 
“similar” nodes

Weaknesses of Assumptions

• Hidden biases

• May not match intuition

• Costly re-computations for 
dynamic networks

Existing Methods Assume A Similarity Measure

Goal: build personalized node embeddings

without similarity assumptions

Sample covariance
is inaccurate

A robust covariance has 
smaller estimation error

Solving the sub-problem

NEWS: Node Embeddings Without Similarity Assumptions

NEWS is robust, personalized, and  parameter-free

https://github.com/deepayan12/news

Energy-based Matrix-based Random walks Auto-encoder

Link Prediction Accuracy

NEWS resists overfitting even 
for low-degree nodes

Arxiv (Condensed Matter) network


