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PROBLEM

16,063 features (gene expressions)

How can we classify tumors from genes?

APPROACH

Existing approaches

Modify the data: sample, then train

But samples built from limited data can be biased

Ensemble methods: many repetitions of the above

Can overfit due to limited data and high dimensionality

Cost-sensitive methods: modify the loss

Underperform for limited-size datasets [Cunha+/21]
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Imbalanced samples 
lead to poor classifiers.

The problem is that sample 
statistics for the minority class 

are skewed.

The sample covariance 
is inaccurate

Sample 
covariance

The robust covariance has 
smaller estimation error

So we use a robust 
covariance estimate.
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We build a smooth distribution
from the robust covariance.

We optimize the loss directly 
over this distribution.
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Datasets
1 medical (16K features)

2 image

5 text (10K-100K features)

20 UCI datasets

Metric
Area under the 

Precision-Recall curve 
(AUPRC)

DIRECT is fast, parameter-free, and accurate

https://github.com/deepayan12/direct


