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Abstract

Cardiac arrest, a deadly condition caused by
a sudden failure of the heart, is synonymous
with clinical death (in-hospital mortality rate
of ~ 80%). Early and accurate estimation of
patients at high risk of cardiac arrest is cru-
cial for improving the survival rate. Existing
research generally fails to utilize a patient’s
temporal dynamics and/or leverage ordinal
measurements. This paper presents a dy-
namic cardiac risk estimation model using
ordered probit (DYNACARE-OP) to incor-
porate ordinal features. The model tracks a
patient’s risk trajectory, leverages continuous
and ordinal clinical measurements, provides
an intuitive visualization to medical profes-
sionals, improves cardiac arrest event pre-
dictability, and estimates the cardiac arrest
risk for a new patient.

1. Introduction

Cardiac arrest prevents proper blood circulation due
to a sudden failure of the heart function. The heart’s
pumping action may halt from abnormal rhythms
caused by disturbances in the electrical system of the
heart. Cardiac arrest is synonymous with death given
the mortality rate of ~ 80% (Sandroni et al., 2007).
Recent studies have shown that ~ 62% of cardiac ar-
rests could have been prevented based on clinical evi-
dence of deterioration 8 hours prior to the event (Hod-
getts et al., 2002; Sandroni et al., 2007; Churpek et al.,
2012). A quick response to cardiac arrest can also de-
crease the mortality rate to 60% (Andréasson et al.,
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1998; Sandroni et al., 2004). However, the inability
to correctly identify patients with sufficient interven-
tion time limits the effectiveness of emergency response
teams (Churpek et al., 2012). Therefore, early and ac-
curate identification of at-risk patients is critical to
cardiac arrest prevention and improving the survival
rate.

Several early warning scores or criteria have been es-
tablished to predict patients at high risk of experience
a cardiac arrest. These systems are designed to de-
tect patient deterioration and alert an emergency re-
sponse team (Smith & Wood, 1998; Hodgetts et al.,
2002; McBride et al., 2005; Churpek et al., 2012).
However, scoring systems or activation criteria are
unable to capture temporal patterns in clinical mea-
surements. Supplementing the feature set with clin-
ically relevant latent variables, trend and seasonality
features (Kennedy & Turley, 2011), or searching for
temporal patterns within the data (Batal et al., 2012;
Wang et al., 2012) have been suggested as effective
ways to incorporate temporal information. Most re-
cently, a dynamic cardiac arrest risk estimation (DY-
NACARE) model was developed based on stochastic
volatility time series models developed for economic
forecasting (Ho et al., 2013). Although DYNACARE
was able to improve prediction accuracy, the features
were restricted to continuous clinical measurements,
constraining the feature space and potentially limiting
its effectiveness. Moreover, the model cannot be easily
adapted for other medical diagnosis that rely primarily
on ordinal clinical measurements such as level of con-
sciousness (AVPU scale), pain scores, Modified Early
Warning Score (MEWS), and the Sequential Organ
Failure Assessment (SOFA) score.

This paper presents a dynamic cardiac arrest risk
estimation using the ordered probit (DYNACARE-
OP), which substantially extends the scope of the DY-
NACARE model. The DYNACARE-OP model (i) can
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handle continuous and ordinal features, (ii) improve
the tracking of cardiac arrest trajectory, (iii) estimate
the risk of two common cardiac arrest categories, (iv)
maintain all the existing benefits of the DYNACARE
model, and (v) generalize to detecting other medical
events.

Notation Preliminaries. Lowercase letters repre-
sent scalars, for example A, r. Lowercase boldface let-
ters, such as y, u, are vectors. Uppercase boldface
letters correspond to matrices, for example . The
subscript notation r; represents the value of r at time
t. r1.¢ is then the set of values from time 1 to time ¢.

2. DYNACARE-OP Model

2.1. DYNACARE Markov Switching Model
(Ho et al., 2013)

The DYNACARE Markov switching model (MSM)
represents a patient’s cardiac arrest trajectory (CAT)
as a single latent factor r:, that governs the gradient
of the continuous clinical measurements. The model
assumes two heterogenous dynamic structures of CAT,
namely a healthy and risky state, where the state in-
fluences the mean of the latent factor. Fluctuations
around the mean are captured by an error term, or the
risk residuals. DYNACARE MSM extends the gen-
eral dynamic linear model using a stochastic volatility
model and a semi-supervised framework to relate the
latent factor to the cardiac arrest event.

The use of the stochastic volatility model is motivated
by auto-correlation of the risk residuals, where large
residuals are clustered together and small residuals fol-
low small residuals. The “volatility clustering” sug-
gests modeling variance using an underlying stochas-
tic process. An alternative to the stochastic process
is the use of the generalized autoregressive conditional
heteroskedasticity (GARCH) model (Bollerslev, 1986).
However, Kim et al. (1998) showed that although the
GARCH model has a slightly higher likelihood ratio,
SV is a more parsimonious model. In addition, the
DYNACARE volatility term not only models the auto-
correlation amongst risk factor residuals (time to time)
but captures individual differences in the risk residu-
als (patient to patient). Although the volatility term
introduces non-linearity into the system, a particle fil-
ter (a sequential Monte Carlo sampling method) can
be used to estimate the latent variables (Doucet & Jo-
hansen, 2008).

The semi-supervised framework uses partial knowledge
to connect a patient’s cardiac arrest risk to the la-
tent factor. The only provided information is the fact

that a cardiac arrest event occurred at a specific time
point. During the remaining observation period, we
cannot ascertain the period in which the patient was
healthy or if any unrecorded or unobserved cardiac ar-
rest events transpired. Thus, DYNACARE MSM sets
the state to be risky during the single known cardiac
event. To utilize this information, “backward smooth-
ing” needs to be performed to infer the latent factor
using all the observations including “future” measure-
ments. A particle filter that incorporates the forward-
backward recursion is known as particle smoothing.
This semi-supervised framework allows interpretabil-
ity and predicability of a cardiac arrest event.

At = X1+ 0t 0 ~N(0, kz)

u; ~ MarkovChain(u | us—1) us €{sp,sc}

Tt = O, +E¢ gr ~N(0,exp(A))
Oy, € {a5h’a5c}7 Qs # Qs (1)
Ayt =yt —yt-1=Bri+mn, n, ~N(0, %)

3= diag(ai e 70')2“)

Equation block 1 summarizes the DYNACARE MSM
model formulation. DYNACARE MSM can estimate
a patient’s cardiac arrest trajectory, model a new pa-
tient’s trajectory with a limited number of observa-
tions, and predict a cardiac arrest event time. How-
ever, the model only allows the observations to be nu-
meric responses, placing an unnecessary restriction on
the feature space.

2.2. DYNACARE-OP

Ordinal measurements can be introduced into the ex-
isting DYNACARE model using several techniques.
The simplest approach is to convert the ordinal mea-
surements to integer values. While no modification is
required, the sequence of ordinal measurements, or a
set of step responses, cannot be easily approximated
by the linear observation equation. Another method
is to use a different 3 for each ordinal response that is
shared across all patients. However, a unique 3 needs
to be learned for each possible combination of ordinal
measurements, leading to “curse of dimensionality” re-
lated problems. Our model uses a data augmentation
and ordered probit trick (Albert & Chib, 1993) to in-
corporate ordinal measurements.

DYNACARE-OP partitions the set of observations y
into continuous measurements y¢ and ordinal mea-
surements y°. A new latent continuous variable z
is introduced to link a linear regression to the ordi-
nal response outcomes, resulting in easy-to-implement
simulations from standard distributions. Suppose that
a single ordinal feature y, has J ordered categories.
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Figure 1. The graphical representation of the DYNA-
CARE-OP model.

We observe y, = j when the latent variable z, falls
within the range v;_1 < z, < ;, where z, is normally
distributed around B,r. To ensure identifiability, we
define 79 = —oo and ;5 = oo. For the continuous
features, z€ is simply the observation y€.

In addition to the new latent variable z, DYNACARE-
OP assumes the healthy and risky states govern the
observations directly to avoid modeling gradients of or-
dinal measurements Ay®. Continuous measurements
are standardized per patient such that y© has a mean
of 0 and variance of 1, minimizing the effect of patient
offsets and potential scaling issues. The model is illus-
trated in equation block 2, where A is the stochastic
volatility term, u is the latent state, r is the latent fac-
tor CAT, z is the data augmentation variable, andy is
the set of observations that can be decomposed into
the continuous, y°, and ordered categorical, y°, mea-
surements. Figure 1 shows the graphical representa-
tion of the model.

At = A1+ 6

us ~ MarkovChain(u | us—1)
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The joint distribution of DYNACARE-OP is shown in
Table 1. DYNACARE-OP uses the expectation max-

imization algorithm to estimate the parameters 3, 3.

{F1.1, U1.7, :\I:T} ~ E[ri.p,u1.r, Merlzir, 8, 2] (3)
{217} ~ Elzirlyrr, rir, B, 5,7°)
{/Ba E} ~ maXp(Z1:T7 r1.T,U1:T, A1:T‘ﬁ7 E)

The latent variables 7, u (equation 3) can be efficiently
simulated using a particle smoother. The forward and
backward smoothing equations are summarized in Ta-
ble 1. The DYNACARE-OP semi-supervised learn-
ing incorporates two facts: (i) a cardiac arrest event
occurs during the last time period and (ii) a patient
exhibits clinical deterioration at least 4 hours before
arrest. Thus, the latent state u is set to the risky
state during the time blocks 4 hours before cardiac ar-
rest (equation 4). The semi-supervised framework can
also be used as a knob for controlling the cardiac ar-
rest notification time. For earlier prediction, u should
be set to the risky state for the desired detection time.

plur = sely) = 1, Vi >tca —4 (4)

To prevent particle degeneracy introduced by the back-
ward smoothing process for ¢ < tca, where a single
unique particle approximates the latent variable distri-
bution, DYNACARE-OP uses the simplest approach,
a fixed-lag approximation (Doucet & Johansen, 2008).
This method leverages the forgetting properties of hid-
den Markov models such that for a large enough A,
p(T1:n|Y1:T) ~ p(Tl:n‘Ymin(n-ﬁ—A,l:T)' Algorlthm 1 out-
lines the particle smoother.

Algorithm 1 DYNACARE-OP particle smoother
Draw k() ~ T=1(a, B)
A~ N0, kD), ul) € {0, 1}, r§? ~ N(0, 1)
fort=1:T do
for 7 =¢:min(t + L,T) do
Draw )\(TZ) ~ ./\/()\(:11, k(i))
Draw u{) ~ MarkovChain (u | u(:ll)
Calculate rpi, and rpayx using y2,v°, 3°
Draw ') ~ TN (a0, exp ()\(Tz)/Q), Tmin, Tmax)
w) o exp(3(y- - Bri) =y, - Bri))
end for

for 7 =min(t+ L,T): t do
(i)

Compute w according to Table 1

T—1
end for o
= wgl)ugz) and 7 = wt(l)rt(l)
end for

The DYNACARE-OP particle smoother calculates the
upper and lower bounds on the latent variable r given
the ordinal observations y°, the bin boundaries bound-
aries v°, and the parameters 3° and draws from a
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Table 1. Important DYNACARE-OP distributions

Joint distribution p(yl:T7 Zy.7,71.T, U1:T, >\1:T7 ﬁv 2)

= p(yvr|zir)p(Z1r|rer, B, B)p(rir|urr, Aur)p(urr, Ar)p(8, )

Forward

P(Teg1, Uss1, Moyt |Te, Uty Aty Z1ie41), By 2)

X D(Zt41|Tt415 By B)P(Tt41 [t A1) (Ueg1 [ue) p( A1 | Ae)
1

Backward

Backward weight wgi) (4)

p(rir, i, Ar|ziTr) = p(re, ur, Ar|zr) H p(Tt,Ut,)\t|T(t+1):T7U(t+1):T7)\(t+1):T7ZLt)

t=T—

1
Lo w1 A pd [l AP )

truncated normal distribution. To minimize repeated
computation of the range introduced by the backward
smoothing step (O(L)), DYNACARE-OP computes
Tmin and rpa.x for all the steps during initialization,
incurring an additional memory cost of O(T) per pa-
tient.

Patient-specific individual bin boundaries, °, are im-
practical for medical settings. A patient may not have
observations that span the J categories for each or-
dinal measurement type. Consequently, a normaliza-
tion factor for the B° needs to be computed to al-
low for parameter comparison. Additionally, learned
model parameters cannot be used to estimate the risk
of a new patient unless the model knows apriori the
observed responses. Thus, DYNACARE-OP defines
the 4° boundaries using the empirical distribution of
all patient measurements. Patient-specific 3° then
learned according to the shared global bin boundaries.

DYNACARE-OP combines expectation maximization
(EM) sampling and particle smoothing to estimate a
patient’s cardiac arrest risk. For each patient, the par-
ticle smoother with fixed-lag approximation is used
to estimate the latent variables r and w. The data
augmentation variable z is then updated using 8 and
r. Model parameters are then estimated from all the
latent variables. The process iterates until conver-
gence of the parameters occurs. The DYNACARE-OP
framework is outlined in Algorithm 2.

Algorithm 2 DYNACARE-OP algorithm
Calculate 4° using empirical distributions
for patient=1: N do

while 3; not converged do
Estimate 1.7, 71.7 with Algorithm 1
Estimate 27 ~ TN (87, £°,79%_1,7%)
Learn 3,,3; given 7.7, 21.7
end while
end for

Learned patient parameters are stored in a database
to model new patients. For a new patient, stratified
bootstrapping is used to draw model parameters 3, %

based on age and gender. An “unsupervised” particle
smoother is used to estimate the latent states, which
does not incorporate the cardiac arrest information
(equation 4). The new patient’s cardiac arrest tra-
jectory is the average of the estimated states from the
bootstrap samples. Algorithm 3 illustrates the proce-
dure for estimating the cardiac arrest trajectory for a
new patient.

Algorithm 3 DYNACARE-OP estimation algorithm

Draw ,B(i), Z(i) from stratum of learned parameters
Estimate r{"). using 8, 5

Compute 1.7 = E; [rgz)T | ,B(i), Z(i)]

DYNACARE-OP retains all the benefits of DY-
NACARE. Since the particle smoother (Algorithm 1)
and estimation algorithm (Algorithm 2) is performed
on a patient-level, the computation can be distributed
across multiple machines. DYNACARE-OP also pro-
vides a personalized dynamic hazard function that
varies over time and patient history using a deriva-
tion similar to the DYNACARE MSM model. The
DYNACARE-OP hazard function, or the probabil-
ity of a cardiac arrest event at time ¢, is the tran-
sition probability from 4; to the risky state given
all the observations up to the current time period
y1.t. Therefore the personalized hazard function is
h(t) = p(ie = scly11)-

Thus DYNACARE-OP can (i) learn an individual pa-
tient’s model parameters, (ii) estimate the cardiac ar-
rest trajectory, (iii) model a new patient with limited
number of observations, (iv) deliver instantaneous re-
sults for a large patient population via distributed
computing, and (v) provide a personalized dynamic
hazard function.

3. Empirical Studies

3.1. Data

The Multiparameter Intelligent Monitoring in Inten-
sive Care II (MIMIC-II) database, developed to sup-
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Table 2. Clinical Measurements

Name Type
Pulse pressure (pp) Continuous
Pulse pressure index (ppi) Continuous
Respiratory rate (rr) Continuous
Heart rate (hr) Continuous
Temperature (temp) Continuous
Glasgow Coma Score (gcs) Ordinal
Respiratory pattern (resp pattern) Binary
Heart rhythm (heart rhythm) Binary

port research in clinical decision support and critical
care medicine (Saeed et al., 2011), is the most exten-
sive and publicly available intensive care unit (ICU)
resource. The database contains over 30,000 ICU pa-
tients during a 6-year period from Boston’s Beth Israel
Deaconess Medical Center, providing a good evalua-
tion for our model.

The study was conducted on patients at least 18 years
of age at admission time who experienced either an
asystole or ventricular tachycardia (ventachy) cardiac
arrest event. Asystole, a sudden pause of heart muscle
contractions, and ventricular tachycardia, an irregular
heartbeat caused by a fast heart rate are two common
cardiac arrest categories. We focused on eight clini-
cal measurements common in these patients which are
summarized in Table 2. Respiratory pattern and heart
rhythm were grouped into binary outcomes, normal
and abnormal, and treated as ordinal measurements
with 2 response types. Data was discretized into 2-
hour bins prior to the first observed cardiac arrest
event, with the event denoted as time 0. Addition-
ally, we required each patient to have at least 72 hours
of measurements prior to the cardiac arrest event to
ensure sufficient data points.

In the MIMIC-II database, 725 cardiac arrest patients
were diagnosed with asystole or ventricular tachycar-
dia. 298 of these patients met the minimum data re-
quirements where 162 patients experienced an asystole
event during their ICU stay. On average, patients had
160 hours of data (~1 week) with a standard deviation
of 48 hours. We assumed unobserved measurements
signified no change in the status and used the zero-
order hold (Fialho et al., 2010), maintaining the last
observed value. Figure 2 shows a plot of the last 200
hours prior to the cardiac arrest event for one of the
patients.

3.2. Results

The distribution of learned parameters, 3, for the car-
diac arrest categories is shown in Figure 3. Both car-
diac arrest types seem to have similar dynamics except
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Figure 5. 20 samples of the estimated state u on the last 48
hours prior to the cardiac arrest event using individually
learned (own) or stratified bootstrapping (SB) 8 parame-
ters based on the observations.

for pulse pressure, heart rate, Glasgow Coma Score
(GCS), and heart rhythm. The pulse pressure param-
eters are lower for asystole cardiac arrest patients. The
GCS parameters also tend to be more positive in asys-
tole patients, suggesting a higher cardiac arrest risk for
comatose patients. Prior research has indicated that
GCS is a strong outcome assessor for cardiac arrest
survivors (Schefold et al., 2009), but the reverse which
is suggested by our models, has not been shown before.
For ventricular tachycardia patients, the heart rate pa-
rameters are slightly skewed positively while the heart
rhythm parameters have two modes far away from 0.
The figure also implies that pulse pressure index, res-
piratory rate, and temperature are not important fea-
tures in estimating a patient’s cardiac arrest trajectory
with a distribution centered around O.

Differences in the estimated state using the individu-
ally learned, or “true”, and the stratified bootstrap-
ping B parameters are illustrated in Figure 5. The
estimated state using the “true” parameters is noisier
than the stratified bootstrapping, and tends to have
a sudden shift to the risky state near the arrest time
(time 0). The figure illustrates a “smoothing” effect
from other patients for the stratified bootstrap with a
gradual rise in the estimated state. In addition, the
stratified bootstrapping states for ventricular tachy-
cardia patients do not have a noticeable separation in
the cardiac arrest trajectory close to the cardiac ar-
rest time. Figure 5 suggests that detecting ventricular
tachycardia may be harder and requires additional fea-
tures.

A comparison of the DYNACARE MSM model and
the DYNACARE-OP model is shown in Figure 4. The
contour plots demonstrate the benefits of incorporat-
ing ordinal features to estimate the cardiac arrest.
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The additional constraints on the risk trajectory intro-
duced by the ordinal observations helps the model bet-
ter estimate the patient’s risk. Although DYNACARE
MSM estimates larger risk values for the “more cer-
tain” (u > 0.60) patients close to the cardiac arrest
event, the DYNACARE-OP states generally exceed
the 0.5 threshold. However, DYNACARE-OP gener-
ally estimates higher risk at the lower, more “uncer-
tain” regimes, potentially boosting the detection rate.
It is also important to note that the density estimates
36 hours prior to the event (¢t = —36) show that the
DYNACARE-OP model does not arbitrarily boost the
estimated state as the points are distributed around
the dotted line.

The different B parameter distributions in Figure 3
suggest the potential to estimate the cardiac arrest risk
for each category. Figure 6 shows the kernel density es-
timation for the last 4 hours using stratified bootstrap-
ping with the same cardiac type (e.g. asystole patients
with asystole parameters) and the other cardiac type
(e.g. asystole patients with ventricular tachycardia pa-
rameters). For the more “uncertain” regimes, asystole
cardiac arrest can also be estimated using the ven-

class — Asystole — Ventachy

1.004

Other Cardiac Type
o °
3

°
I
R

e
1.000.00

e
1.000.00

. . .
0.25 0.50 0.75
Same Cardiac Type

Figure 6. A kernel density estimation of the patient’s state
using stratified bootstrapping parameters using the same
cardiac arrest category or the other cardiac arrest type.

tricular tachycardia parameters. However, ventricular
tachycardia patients tend to have a lower estimated
risk when using the asystole patient parameters.

The predictive performance of the DYNACARE-OP
model was evaluated against a standard logistic regres-
sion and linear kernel support vector machine trained
only on the current observations and the DYNACARE
MSM model. To obtain a probability of cardiac ar-
rest for the DYNACARE-OP and DYNACARE MSM
model, a logistic regression model was trained only
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for the DYNACARE MSM and the DYNACARE-OP models. Orange points denote patients whose state has increased
under the DYNACARE-OP, while green points represent a higher estimated DYNACARE state. The dotted line denotes
the location where both models have the same estimated state value.

1.00 -
0.75 4
i)
©
4
[}
=
=
2050
o
c
[} )
= ’ model
" ! Logit
- = = Logi
0.25+ -
- - SVM
- - - DYNACARE
; — DYNACARE-OP
0004 V — DYNACARE-OP-+Logit

0.00 0.25 050 075 1.00
False Positive Rate
Figure 7. The area under the Receiver Operating Charac-
teristic curve (AUROC) for the standard logistic model
(Logit), support vector machine (SVM), DYNACARE
MSM model, DYNACARE-OP model, and an ensemble
of logistic with the DYNACARE-OP model.

on the estimated state value. Figure 7 demonstrates
the predictive performance of the 4 models in ad-
dition to an ensemble of the logistic regression and
DYNACARE-OP model. Generally, DYNACARE-Op
outperforms the other three models except in the low
false positive regime. Furthermore, the ensemble of the
standard logistic regression with just the current fea-
tures and the DYNACARE-OP estimated state yields
the best overall predictive performance.

4. Discussion

The DYNACARE-OP model provides a formulation
for incorporating ordinal features to dynamically esti-
mate an individual patient’s cardiac arrest risk. The

model can not only utilize continuous and ordinal clini-
cal measurements but also estimate the risk trajectory
for a new patient without requiring prior knowledge
of the ordinal measurement response types. Moreover,
the DYNACARE-OP framework can be easily adapted
to track the risk for other catastrophic medical events,
such as septic shock or mortality. Other diseases also
have risk scores that are actually ordinal, for exam-
ple a variety of self-reported pain scores, the APGAR
score for neo-natal health, and the PIM2 score for rat-
ing severity of medical illness in children. We expect
that DYNACARE-OP will be able to exploit such ordi-
nal score information while building predictive models
for the corresponding illnesses. The semi-supervised
framework allows us to relate the latent factor to the
medical event of interest.

DYNACARE-OP maintains all the benefits of DY-
NACARE and significantly improves the predictability
of a cardiac arrest event. Our model produces a car-
diac arrest trajectory that can be easily visualized and
interpreted by a medical professional, simultaneously
track multiple patients’ risk in real-time using a dis-
tributed implementation, and provides a personalized
hazard function that incorporates observations from
ordinal features. Furthermore, DYNACARE-OP can
estimate the risk of either an asystole or ventricular
tachycardia cardiac arrest event.

DYNACARE-OP can be further extended to encom-
pass additional physiological measurement types, lab-
oratory test results, and clinician’s notes. Our model
can also be augmented to include interventions such
as drugs, surgery, or other "major” events.

In conclusion, we demonstrated a dynamic model that
utilizes ordinal features to estimate a patient’s risk of
cardiac arrest. The results show the benefits of incor-
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porating additional features to accurately identify pa-
tients at risk of cardiac arrest; potentially preventing
unnecessary cardiac arrests and improving the survival
rate of ICU patients.
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